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ABOUT THE VARONIS DATALERT APP AND
TECHNOLOGY ADD-ON FOR SPLUNK®

The Varonis Technology Add-on (TA) for Splunk® and the Varonis DatAlert App for Splunk®
enable integrating the Varonis DatAlert functionality into Splunk Enterprise.

Both the Varonis DatAlert App and TA provide field extractions and dashboards that enable you
to locate notable Varonis alerts directly from the Splunk user interface, and then drill down into
Varonis DatAlert to get additional insights into the alert and the context in which it was generated.
Additionally, they include field extractions that assist users in querying and visualizing Varonis
alerts using Splunk Enterprise.

The Varonis DatAlert App and TA are Splunk CIM compliant, which enables correlating the
Varonis alerts with other events collected by Splunk Enterprise. This also enables incorporating
Varonis alerts in Splunk Enterprise Security (ES).

The Varonis Technology Add-on for Splunk has incorporated parts of CEFUtils - Common Event
Format Extraction Utilities by Igor Sher (https://splunkbase.splunk.com/app/487/).

Prerequisites

Various prerequisites are required to install and configure the Varonis Technology Add-on and
App for Splunk and configure DatAlert to send alerts to Splunk.
Ensure you meet the following prerequisites:

* The following must be installed and running on your company's server:
e Splunk Enterprise 7.1
- Data Security Platform versions 6.2 and higher (DatAlert must be installed)

* To configure DatAlert to send alerts to Splunk (see Configuring DatAlert to Send Alerts to
Splunk), the user must have the DL configuration role.

« To configure the Varonis DatAlert App for Splunk, the user must be the Splunk admin user.

Support

For information on how to contact support, refer to the Varonis Support page (https://
www.varonis.com/services/support).
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CONFIGURING DATALERT TO SEND
ALERTS TO SPLUNK

You can configure DatAlert to send alerts to the Varonis DatAlert App for Splunk.

« Configuring Syslog Message Forwarding

« Defining a New Template
« Defining a Template for DatAlert Versions Prior to 6.3.170
« Using the Pre-Defined Splunk Template

» Selecting an Alert Method for a Single Rule

« Selecting an Alert Method for Multiple Rules

Note: To configure DatAlert to send alerts to Splunk (Configuring DatAlert to Send Alerts to
Splunk), the user must have the DL configuration role.

Configuring Syslog Message Forwarding

You can configure the Syslog server address in DatAlert so that alerts are sent to Splunk.
To configure the Syslog server address in DatAlert:

1. In DatAdvantage, select Tools > DatAlert.
DatAlert is displayed.

2. From the left menu, select Configuration.
3. In Syslog Message Forwarding, do as follows:

» Syslog server IP address - The IP address of the Splunk server on which you plan to set
up a UDP listener.

* Port - The port on which the Splunk server will be listening.
W\ DatAlert ?_0Ox

Rules Configuration

Configuration
@ Restore Defaut Settings
Alert Templates

Predefined Scopes | pail Seftings

P ) it it sl e

Threshold for suppressing messages: | 20 2| messages within | 5 2 minutes €

Select header image:

Syslog Message Forwarding

Syslog server IP address: 10.10.34.40 Port 514 = Test Message!

Facility name 1 - user-level messages + | Identity: | Varonis - Dathlert

Add Additional Syslog Server|

SNMP Trap

SNMP server IP address: Port 162 = (2]

Community name: public oID:

Add Additional SNMP Server
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Chapter 2 CONFIGURING DATALERT TO SEND ALERTS TO SPLUNK

4. Click OK.

Defining a New Template

You can define an alert template that provides the information in the format expected by the

Splunk App.

Templates define the format of the alert messages sent from DatAlert, using Syslog, to Splunk.

The procedure is version-specific:

« For DatAlert versions before 6.3.170, refer to Defining a Template for DatAlert Versions Prior

t0 6.3.170.

* For DatAlert version 6.3.170 and above, refer to Using the Pre-Defined Splunk Template.

Defining a Template for DatAlert Versions Prior to 6.3.170

For DatAlert versions up to and including 6.3.170, you can define a template which includes the

format of the alert messages sent from DatAlert to Splunk, using Syslog.

To define a template for DatAlert versions up to and including 6.3.170:

1. Ensure that you have followed the procedure in Configuring Syslog Message Forwarding.

2. In DatAlert, from the left menu, click Alert Templates.
The Alert Templates window is displayed.

\\ DatAlert

Rules Alert Templates

Configuratien Create or use predefined alert templates for sending required parameters to the selected alert method.

g Edit Alert Template 3¢

Alert Templates

Predefined Scopes

Alert Template Name Alert Template Format Applied in Methods

A T Varonis alert: <Rule Name> was trigge...

SNMP trap Syslog message Event log

External system default template (CEF) CEF:0[Varonis Inc.|DatAdvantage]|<Dat... | None

Varonis app CEFDVaronis Inc.|DatAdvantage|<Dat... | Nane

ERETE

3. Click the green plus sign .
The Add Alert Template dialog box is displayed.

4. Do the following:

- Alert template name - Enter a unique name for the alert template (for example, DatAlert

Splunk App), comprising up to 40 characters.

» Apply to alert methods - From the drop-down list, select Syslog message.

5. In Alert Template Format, do as follows:
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Chapter 2 CONFIGURING DATALERT TO SEND ALERTS TO SPLUNK

a. Go to https://info.varonis.com/hubfs/docs/splunk-app/

varonis_splunk_syslog_cef_template.txt and download the template file.

b. Open the downloaded file.

c. Copy and paste the string in the file into the Alert template format area for the required

alert format (the template includes dynamic parameters that are replaced with the actual

data when the alert is sent).

\\ DatAlert

Rules Alert Tem

Canfiguration Creste or use p

op P kd

Alert Templates

Predefined Scopes

Alert Template]

Varonis defaul

External systen]

DatAlert Splun|

Add Alert Template x

Define templates for sending parameters ta the selected alert method. €3
Template name * DatAlert Splunk App

Apply to alert methods: | Syslog message -

Alert template format:

CEFO] Inc|D: <D ge version> |<Event Op Code>|<Event Type>|
<Severity>|rt= <Alert Time> cat=Alert cs2= <Rule Name>» cs2Label=RuleName cn'=<Rule D>
cnilabel=RulelD end= <Event Time> duser==<Acting Object> dhost=<File Server/Domain>
filePath=<Access Path>» fname= <Affected Object> act=<Event Type» dvchost=<Device Name>
dve=<Device IP Address> outcome=<Event Status> msg= <Additional Data> cs3=<Attachment

Name> csiLa csé=httpy// <DLS_IP_ADDRESS>/DatAdvantage/#/app/
snalytics/entity/Alert/ <Alert ID> csdlabel=AlertURL deviceCustomDate 1= <Mail Date>
fileType=<Mail ltem Type> cs1= <Mail Recipients> cs1Label=MailRecipient suser= <Mail Source>
cs5=<Mailbox Access Type> cs5Label=MailboxAccessType cnt=<Threshold> cs6i=<Changed

Optional Parameters:
jram— ) ) y ©) 4
{ Dathdvantage Version”, { Rule I, ¢ Rule Name { Rule Storyline, { Rule Description®. * Alert Time?

4 o) OF S) ) 4 )
{Event Time " { Acting Object” { File Server/Domain” | Path” | Access Path”. ( Affected oo

4 , D
{EventTyse” EvenOp Code” | Davice IP Address * Device Name . | Additional Dats  Severity”

P S &) o) &)
Truste” | Changed Permissions . ¢ Permissions Before Change” | Permissions After Change”

{Threshold™ ( First Event Time " ( Event Status~  Alert Description”

o 1S — . O 4 )
 Acting Object SAM Account Name | Acting Object Domain Name* * Alert Category -

& 3 & 8
{ pffected Object SAM Account Namé* ¢ Affected Object Domain?  Affected Object D7 ¢ Alert 1D

d. Manually edit the cs4 section of the string as follows:

* Where DLS_| P_ADDRESS is the IP address or host name of the server running the

Varonis Web Ul

*  Where PROTOCCL is either HTTP or HTTPS depending on whether Varonis Web Ul
uses HTTPS or HTTP

6. Inthe Add Alert Template dialog box, click OK.

7. Verify that the new template is displayed in the templates table:
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Chapter 2

8.

\\ DatAlert

Rules
Configuration
Alert Templates

Predefined Scopes

Alert Templates

CONFIGURING DATALERT TO SEND ALERTS TO SPLUNK

Create or use predefined slert templates for sending required parameters o the selected alert method.

# Edit Alert Template
4 P

Alert Template Name:

Alert Template Format

Applied in Methods

Varonis default template

Varonis alert: <Rule Name> was trigge...

SNMP trap

External system default template (CEF)

CEF0]Varonis Inc|Dathdvantage]<Dat...

Event log

DatAlert Splunk App.

CEFRO]Varonis Inc|DatAdvantage]<Dat...

Syslog message

——

Click OK.

Using the Pre-Defined Splunk Template

For DatAlert versions higher than 6.3.170, DatAlert provides a predefined alert template for
Splunk.

To define a template for DatAlert versions higher than 6.3.170:

1.
2.

Ensure that you have followed the procedure in Configuring Syslog Message Forwarding.

In DatAlert, from the left menu, click Alert Templates.
The Alert Templates window is displayed.

\\ DatAlert

Rules
Configuration
Alert Templates

Predefined Scopes

Alert Templates

Create or use predefined alert templates for sending required parameters to the selected alert method,

op P Edit Alert Template 3¢

Alert Template Name Alert Template Format Applied in Methods

e T Vs R SR G TER || g e e e Er
External system default template (CEF) ‘CEF:0[Varonis Inc.|DatAdvantage|<Dat... | None

Varanis app for Splunk CEF:0[Varonis Inc.|DatAdvantage|<Dat... | None

ENETE

In the table, select Varonis App for Splunk.

In the toolbar, click Edit Alert Template.
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Chapter 2 CONFIGURING DATALERT TO SEND ALERTS TO SPLUNK

The Edit Alert Template dialog box is displayed.
5. In Apply to Alert Templates, select Syslog message.

\ DatAlert 7T_0Ox

Rules Alert Templates

Configuration Creste or use.a

L

Edit Alert Template

Alert Templates

Predefined Scopes

Define templates for sending parameters to the selected alert method. €

Alert Templ,
Template name *
Varonis def ————————————
SrONIE SR Apply to alert methods: [ Syslog message -
External sysf x
Varon Alert template format: | SNMP trap |
‘aronis app)
CEF:OWaroT: Inii|‘Dratn$‘ FcEg | rent Op Cocesl<Event Typeol
> = < Ales “RuleName cnl= <Rule T
cnllabel=RulelD end=| | | Event log > dhost= <File Server/Domain>
filePath= <Access Path ent Type> dvchost= <Device Name>
dve=<Device IP Addre] || Executable script Additional Data> cs3=<Attachment

Mame> cs3Label=AttachmentName csd= <Alert page URL> csdLabel=AlertURL
deviceCustomDatel= <Mail Date> fileType=<Mail ltem Type> cs1=<Mail Recipients>
csllabel=MailRecipient suser=<Mail Sources cs5=<Mailbox Access Type>
csSLabel=MailboxAccessType cnt=<Threshold> cs6=<Changed Permissions>

6. Click OK, and then OK again.

Selecting an Alert Method for a Single Rule

You can select the alert method, which is the means by which the alert is transferred.
For the Varonis App for Splunk, the alert is transferred by creating a Syslog message.
To select an alert method for a single rule, do as follows:

1. Ensure that you have followed the procedure in Defining a New Template.

2. In DatAlert, in the rules table, select the rule and then from the toolbar, click Edit Rule .,
The rule editing menu is displayed.

3. From the left menu, select Alerts Method.
The Alert Method window is displayed.

4. Select Syslog message.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®



Chapter 2 CONFIGURING DATALERT TO SEND ALERTS TO SPLUNK

Editing user-defined rule: All of Ofer's events —_Ox

General Alert Method
Who (Acting Object)
Mail to recipients:
Where (Affcted Object)
What (Event Details)
When (Event Time) (Use comma as separator) Send Test Ma

Alert Method Event log
Syslog message
SNMP trap

®
Executable Script &3
Select a script to run when alerts are generated. Supported file types are exe, bat and ps1.
Script path @ | I a ps script is selected, add the jpowershellexe’ prefix before the pathname
Run the script with credentials:
User name:

Password:

5. Click OK.

Selecting an Alert Method for Multiple Rules

You can select the alert method for multiple rules simultaneously.

To select the alert method for a single rule only, refer to Selecting an Alert Method for a Single
Rule.

To select the alert method for multiple rules:

1. Ensure that you have followed the procedure in Defining a New Template.

2. In DatAlert, in the rules table, select the rules and then from the toolbar, click Edit Rule 2.
The rule editing menu is displayed.

3. From the left menu, select Alerts Method. Note that the window's contents are disabled for
selection.

4. To enable Syslog message for selection, click the edit icon I and select the checkbox.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK® 7



Chapter 2 CONFIGURING DATALERT TO SEND ALERTS TO SPLUNK

Bulk Editing 2 Rules _Ox
General Alert Method
Who (Acting Object) —
Where (Affected Object] 8 Ml recpien: -
| Alert Method | @
(Use comma as separator)
[ Event log @ |z‘
Syslog message
[ suME tap @ @)
[ Executable Script @)
Select a script to run when alerts are generated. Supported file types are exe, bat and ps1.
Script path @ | K ps script is selected, add the jpowershellexe’ prefix before the pathname | D _
Run the script with credentials: |‘£1
Username: | -]
Password:
5. Click OK.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®




INSTALLING THE VARONIS TECHNOLOGY
ADD-ON AND APP FOR SPLUNK

Installing the Varonis Technology Add-on and App for Splunk enables integrating the Varonis
DatAlert functionality into Splunk Enterprise.

» Downloading the Varonis Technology Add-on and DatAlert App for Splunk

» Installing the Varonis Technology Add-on for Splunk

« Installing the Varonis DatAlert App for Splunk

« Configuring a New Splunk UDP Listener

» Configuring an Existing Splunk UDP Listener

e Optimizing for a Dedicated Index

» Verifying the Installation

Downloading the Varonis Technology Add-on and DatAlert
App for Splunk

Prior to installation, you must first download the Varonis Technology Add-on and DatAlert App for
Splunk.

To download the Varonis Technology Add-on and DatAlert App for Splunk:
1. Ensure that you have followed the procedures in Configuring DatAlert to Send Alerts to
Splunk.

2. Browse to https://www.varonis.com/products/splunk-app, and download the Varonis app for
Splunk and the Varonis Technology Add-on for Splunk.

3. Place the downloaded zip files in a temporary folder.

Installing the Varonis Technology Add-on for Splunk
Installing the Varonis Technology Add-on for Splunk enables integrating the Varonis DatAlert
functionality into Splunk Enterprise.

To install the Varonis Technology Add-on for Splunk:

1. Ensure that you have followed the procedure in Downloading the Varonis Technology Add-
on and DatAlert App for Splunk.

2. Inyour local Splunk installation, access the main page.

3. Nextto Apps, click the gear icon.

Apps &

The Apps window is displayed.

4. Click Install App from File.
The Upload an App window is displayed.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK® 9
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Chapter 3 INSTALLING THE VARONIS TECHNOLOGY ADD-ON AND APP FOR SPLUNK

5. Click Browse and browse for the Varonis Technology Add-on for Splunk zip file you
downloaded in Downloading the Varonis Technology Add-on and DatAlert App for Splunk.

6. Select the file and click Upload.
7. If you are prompted to restart Splunk Enterprise, then do so.

8. Inthe Apps window, you should have Technology Add-on for Varonis DatAlert listed in
the list of apps.
The app is installed.

Installing the Varonis DatAlert App for Splunk
Installing the Varonis DatAlert App for Splunk enables integrating the Varonis DatAlert
functionality into Splunk Enterprise.

To install the Varonis DatAlert App for Splunk:

1. Ensure that you have followed the procedure in Downloading the Varonis App for Splunk.
2. Inyour local Splunk installation, access the main page.

3. Nextto Apps, click the gear icon.

Apps ©

The Apps window is displayed.

4. Click Install App from File.
The Upload an App window is displayed.

5. Click Browse and browse for the Varonis App for Splunk zip file you downloaded in
Downloading the Varonis Technology Add-on and DatAlert App for Splunk.

6. Select the file and click Upload.
7. If you are prompted to restart Splunk Enterprise, then do so.

8. Inthe Apps window, you should have Varonis DatAlert App for Splunk listed in the list of

apps.
The app is installed.

Configuring a New Splunk UDP Listener

You can configure a new UDP listener, enabling the installed app to correctly receive the Syslog
messages from DatAlert.

To use an existing listener, refer to Configuring an Existing Splunk UDP Listener.

1. Ensure that you have followed the procedure in Installing the Varonis DatAlert App for
Splunk.

2. Inyour local Splunk installation, access the main page.

3. From the top menu, select Settings > Data Inputs.
The Data Inputs window is displayed.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK® 10
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6.
7.

Local inputs
Type

Local event log collection
Collect event logs from this machine

Remote event log collections

Collect event logs from remote hosts. Note: this uses WMI and requires a domain account.

. Directaries
Index a local file or monitor an entire directory.

Local performance monitoring
Collect performance data from local machine.

Remote performance monitoring

Collect performance and event information from remote hosts. Requires domain credentials.

HTTP Event Collecto
Receive data over HTTP or HTTPS,

TCP
Listen on a TCP port for incoming data, e.g. syslog.

upP
Listen on a UDP port for incoming data, e.g. syslog

Registry monitoring

Have Splunk index the local Windows Registry, and monitor it for changes,

Active Directory monitoring
Index and monitor Active Directory.

Seripts
Run rustam serints 0 collect or generate more data.
t type=udp

Inputs

INSTALLING THE VARONIS TECHNOLOGY ADD-ON AND APP FOR SPLUNK

Actions

Edit
+ Add new
+ Add new
+ Add new
+ Add new
+ Add new
+ Add new
+ Add ney
B
+ Add new
+ Add new

+ Add new

In the UDP row, on the right, in the Action column, click Add New.

The Add Data window is displayed. The TCP and UDP selections are displayed on the right.

Enter the port where Syslog messages are sent (as configured in Configuring Syslog

Message Forwarding).

Add Data

Seloct Source

Local Event Logs
Coll

Remote Event Logs
sts. Note: this uses

Files & Directories

afile, index a local fle, er monitor an entire di

HTTP Event Collector
[
b

retokens that clients can use to send Gata over HTTP or

TCP / UDP

Configure Splunk to listen on a network port

Local Performance Monitoring
Collect performance data from this machine

Remote Perform.

Monitoring

it information from remate hosts.

Registry monitoring
Har dex the local Windows Registry, and moritor it

Local Win

This is an input for Spiunk Network

Local Windows print monito
Collect informatinn Ahonf nrinter

Click Next.

514

Example: 514

optional

<Back

23, tbadhost splunk com,

> How should | configure Splunk for syslog traffic?
> Whnat's the difference between receiving data over TCP versus UDP?

> Canlcollect sysiog data from Windows systems?

In Input Settings, in Source Type, do as follows:

a. Click Select.

b. From the drop-down list, select Varonis > varonis:ta or simply type varonis:ta in the

drop-down field.

Configure this instance to listen on any TCP or UDP port to capture data sent over the network
(such as syslog). Learn More 12

splunk.com

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®
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8.

9.

10.

11.

INSTALLING THE VARONIS TECHNOLOGY ADD-ON AND APP FOR SPLUNK

In App Context, select Varonis DatAlert App for Splunk.

Add Data ® ®

Input Settings

Input Settings~ Revie

Optionally set additional input parameters for this data input as follows:

Source type

The source type is ane of the default fields that Splunk assigns to
all incoming data. It tells Splunk what kind of data you've got, so

that Splunk can format the data intelligently during indexing. And
it's a way to categorize your data, 50 that you can search it easily.

App context

Application contexts are folders within a Splunk instance that
contain configurations for a specific use case or domain of data
App contexts improve manageability of input and source type
definitions. Splunk loads all app contexts based on precedence
rules. Learn More (2

Host

When Splunk indexes data, each event receives a "host” value.
The host value should be the name of the machine frem which
the event originates. The type of Input you choose determines
the available configuration options. Learn More (2

Index

Splunk stores incoming data as events in the selected index
Consider using a "sandbox” index as a destination if you have
problems determining a source type for your data. A sandbox
index lets you troubleshoot your configuration without impacting
production indexes. You can always change this setting later
Learn Mare (2

FAQ
> How do indexes work?

> How do | know when to create or use multiple indexes?

App Context

Method *

Index

Select | New

varonisita v

Varonis DatAlert App for Splunk (App-Varonis-Dat...

IP | DNS | Custom

Defaultv | Create a new index

Note: The default values in Host and Index are acceptable; however, they can be

modified as needed.

At the top, click Review. A summary of your settings is displayed.

Add Data o ® ®

Review

To edit any of the settings, use the back arrow adjacent to the Submit button to return to the

previous windows to make any necessary changes.

If all your settings are satisfactory, click Submit.

Your UDP settings are now configured.

Configuring an Existing Splunk UDP Listener

You can configure an existing UDP listener by verifying the listener's source name and editing

the configuration file.

Editing the Configuration File

Verifying the Listener's Source Name

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK® 12
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Verifying the Listener’s Source Name
You can configure an existing Splunk UDP listener by verifying the listener's source name.
To verify a listener's source name:

1. Ensure that you have followed the procedure in Installing the Varonis Technology Add-on
and App for Splunk.

2. Inyour local Splunk installation, access the main page.

Explore Splunk Enterprise

[

SIS

P

Add Data Splunk Apps 2

3.  From the menu at the top right of the page, select Settings > Data Inputs.
The Data Input window is displayed.

Data inputs
Setup data nputs fiom fles and diectories, network ports, and scripted inputs. Ifyou want to et up forwarding and receiving between two Splunk instances, go to Forwarcing and receiving.

Local inputs

4. From the left menu, click UDP.
The UDP window is displayed.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK® 13
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5. Inthe UDP Port column, select the listener with the same port to where the alerts are sent.

The listener's source window is displayed.

6. If the Source field is empty, then the source name is "UDP:<port number>" where port
number is replaced by the actual port number. If the name exists (in the Source field), it is

the source name to be used.

514

Data inputs » UDP » 514

Source

Source name override

et overrides the default source value for your UDP entry (fost;porf).

Source type
Set sourcetype field for all events from this source
Set sourcetype
Manual [v]
Source type *

generic_single_line
[ More settings

Cancel

7. Click Cancel and exit the window.

Editing the Configuration File

You can configure an existing Splunk UDP listener by editing the necessary configuration files.

Do as follows:

1. Ensure that you have followed the procedure in Verifying the Listener’'s Source Name.

2. Goto $SPLUNK_HOVE/ et ¢/ systent | ocal .

3.  Open (or create) the props.conf file and add the following:

[ sour cenane]
TRANSFORMS- changesour cet ype = varoni s

(Where <sour cenamne> is the source name of the listener)
4. Save and close the file.

5.  Open (or create) the Transforms.conf file and add the following:

[ var oni s]

REGEX=Dat Advant age
FORMAT=sour cet ype: : varoni s: ta
DEST_KEY=Met aDat a: Sour cet ype

6. Save and close the file.

7. Restart Splunk Enterprise.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®
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Optimizing for a Dedicated Index

If you configured a dedicated index for the app, you can optimize the app to utilize the index.
Do as follows:

1. Goto $SPLUNK_HOVE/ et c/ apps/ var oni sdl s/ def aul t.
2. Open the macros.conf file and edit the following line by replacing “*” with your index name:

definition = index=*

Verifying Installation
When you are done installing and configuring the apps, you should verify that the processes have
been performed correctly.

When you are sure alerts are expected to arrive (hence the dashboard will contain data), do as
follows:

1. Ensure that you have followed the procedure in Configuring a New Splunk UDP Listener or
Configuring an Existing Splunk UDP Listener.
2. Inyour local Splunk installation, access the main page.

3. Verify that Varonis DatAlert App for Splunk and Technology Add-on for Varonis
DatAlert are displayed on the left.

Varonis DatAlert App for

"\ [

4. Ifthe Varonis DatAlert App for Splunk is displayed, click it. The Alert dashboard is
displayed.

Helpv | Find

is DatAlert App for Splunk

ALERT DASHBOARD
Ny AT N\ varonis
ALERTS OVER TIME
- -
.
TOP ALERTED USER TOP ALERTED DEVICES
Johny 162 152
k 139 147
wwwww 138 tdec 141
fe 131 rvms-fs 130
johnyrnet\Johny Ragimov 15 JRVRNS-IDU 15
TOP ALERTED ASSETS TOP ALERTED THREAT MODELS
docaxt 156 Crypto activiy detected 21
<<<<<< dil 143 6
passwor. dsaxt 140 6
license. 131 iIbox owne 6
Help_Decrypt9itxt 2 6
Help_Decrypt8.xt 2 6
Help_Decrypi7ixt 2 6
Help_Decrypt6.txt 2 Sus 6
Help_DecryptiOxt 2 us| 6
Help_Decrypt5 txt 1 Sec 6

5. If Varonis DatAlert App for Splunk is not displayed, or the dashboard is empty, review
your installation procedures, or see Troubleshooting.
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USING THE VARONIS DATALERT APP FOR
SPLUNK

The Varonis DatAlert App for Splunk provides field extractions and dashboards that enable you
to locate notable Varonis alerts directly from the Splunk user interface, and then drill down into
Varonis DatAlert to get additional insights into the alert and the context in which it was generated.

Note: Before you start using the Varonis App for Splunk, ensure that it is installed and
configured as described in Installing the Varonis Technology Add-on and App for Splunk.

* Accessing the Varonis App for Splunk

e Understanding the Alert Dashboard Window
¢ Understanding the Time Filters

* Viewing Alerts Over Time

e Viewing the Drill-Down Dashboards

* Viewing Detailed Information About Alerts

Note: To configure the Varonis DatAlert App for Splunk, the user must be the admin user.

Accessing the Varonis App for Splunk

You can access the Varonis App for Splunk to view its dashboards, locate notable Varonis alerts,
and drill down into Varonis DatAlert.

To access the Varonis App for Splunk:

1. Ensure that you have followed the procedures in Installing the Varonis Technology Add-on
and App for Splunk.

2. Inyour local Splunk installation, access the main page.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK® 16
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® Adminstator> @ Messoges  Setings  Actviyv  Helpv | Find

Explore Splunk Enterprise

3. From the left, click Varonis DatAlert App for Splunk.
The Alert Dashboard is displayed.

+ Hepv | Find

orens Dot App for Spunc

W ALERT DASHBOARD \\ VARONIS
ALERTS OVER TIME
e W
T
TOP ALERTED USER TOP ALERTED DEVICES
johny 162 152
rick 139 ~ 147
inbar 138 jrnetdc 141
ofer 131 jramsts 130
JohnyznetJohny Ragimov 15 JRVRNSIDU 15
TOP ALERTED ASSETS TOP ALERTED THREAT MODELS
docut 156 Crypto activty detected 21
somedl 143 System ad jon tools created or modified 6
passwords.xt 140 System administration tools accessed 6
license 131 ead by user other than the mailbox ownor 6
Help_Decryptotxt 2 edentials 6
Help_Decryptaxt 2 non-system locations 6
Help_Decryptrixt 2 6
Help_Decrypt6 xt 2 6
Help_Decrypii0st 2 Suspected ransomware intrusion activity 6
Help_Decrypt5.ixt 1 Security tools created of modified 6

Understanding the Alert Dashboard Window

The Alert Dashboard enables you to view "at a glance" the top alerted users, assets, devices,
and threat models that match the specified search criteria/timeframe.

It enables you to quickly view and detect suspicious activity for further analysis. The Top Alerted
Users, Top Alerted Assets, Top Alerted Devices and Top Alerted Threat Models areas of the
dashboard each display entities, sorted by the number of alerts generated for that entity. The
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entity with the most alerts appears at the top of each list. The color represents the alert with the
highest severity on this entity.

To view the Alert Dashboard window, ensure that you have accessed the Alerts Dashboard as
described in Accessing the Varonis App for Splunk.

ALERT DASHBOARD

N\ varonis

ALERTS OVER TIME

TOP ALERTED USER TOP ALERTED DEVICES

Johny 162
fick 139
inbar 138
ofer 131 jrvims-fs 130

johnyrnet\Johny Ragimoy 15 JRVRNS.IDU 15

TOP ALERTED ASSETS TOP ALERTED THREAT MODELS

156 Crypto ted 21

Help_Decryptoxt

Help_Decrypt8.txt

Help_Decrypt6.txt

pHIOIXt

2

2

Help_Decrypt7xt 2
2

2

1

Help_Decrypt5.txt

The Alert Dashboard comprises the following elements:

« Alerts Over Time - A stacked bar chart illustrating the dispersion of alerts matching the
defined timeframe.

« Top Alerted Users - A list of the top alerted users sorted by the number of alerts.
* Top Alerted Assets - A list of the top alerted assets sorted by the number of alerts.

« Top Alerted Threat Models - A list of the top alerted threat models sorted by the number of
alerts.

«  Top Alerted Devices

Note: The elements are independent of one another. For instance, the top alerted user may
not be associated with the top alerted asset or threat model.

For additional options that you can perform on the elements, refer to the following (more
information regarding these and other options can be found in the Splunk documentation): - A list
of up the top alerted devices sorted by the number of alerts.

4+ - Export a list of all alerts in the table to a CSV file.

D . Refresh the contents of the list.

For more details, refer to the following:

e For information about Alerts Over Time, refer to Viewing Alerts Over Time.
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» For information about the users, assets, threat models, and devices, refer to Viewing the Drill-
Down Dashboards.

Understanding the Time Filters

Time filters enable setting time boundaries on your searches.

You can restrict a search with preset time ranges, create custom time ranges, specify time
ranges based on date or date and time, or work with advanced features in the time filters.

Note: Only a summary of the time filtering functionality is presented here. For a complete
picture, refer to Splunk’'s documentation.

To access the time filters, from the top of the dashboard, click All Time. The time filter is
displayed.

v Hepv |Find

Varonis DatAlert App for Splunk

N\ varonis

TOP ALERTED USER TOP ALERTED DEVICES

jonny 162 varonis.qa 152
ik 139 147
138 jrnetde 141
ofer 131 jrins.fs 130
Johnyrnetuonny Ragimov 15 JRVRNSIDU 15
TOP ALERTED ASSETS TOP ALERTED THREAT MODELS
doctt 156 Crypto activiy detected 21
somel 143 tion tools created or modified 6
« 140 ] 6
ficense 131 mallbox owner 6
Help_Decryptosxt 2 6
Help_Decrypt8.xt 2 6
Help_Decrypt7nt 2 files and scripts 6
Help_Decrypt6xt 2 ess 1o fles contalning credentils 6
Help_Decryptiosst 2 ity 6
Help_Decrypt5ixt 1 Security tools 6

* Presets - Built-in time ranges options. You can select from a list of real-time windows, relative
time ranges, or All Time (no time filtering).

Note: The remaining options are all custom time filters.

* Relative - Specify a custom time range for your search that is relative to the current time. You
can select from the list of time range units, for example, seconds ago, minutes ago, etc.
* Real Time - Specify the start time for your real-time time range window.

- Date Range - Specify calendar dates in your search. You can choose among options to return
events: Between a beginning and end date, Before a date, and Since a date.

- Date and Time Range - Specify calendar dates and times for the beginning and ending of
your search.
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« Advanced - Enables you to perform a more advanced search.

Viewing Alerts Over Time

The Alerts dashboard enables you to view a stacked bar chart illustrating the dispersion of alerts
over a specified period of time.

Each bar in the chart displays up to three severities, divided into stacks. Each stack represents a
different severity - high, medium or low. The color code represents the severity of the alert:

* Red - High severity. Alerts with a severity of Emergency, Alert or Critical.

« Orange - Medium severity. Alerts with a severity of Error or Warning.

« Green - Low severity. Alerts with a severity of Notice, Informational and Debug.

To view alerts over time, do as follows:

1. Ensure that you have followed the previous procedures in this chapter.

2. Access the Varonis App for Splunk, as described in Accessing the Varonis App for Splunk.
The Alerts Dashboard window is displayed. The Alerts Over Time area is at the top.

ALERTS OVER TIME

W Low MEDIUM
10

H -

Thu Feb @ Mon Feb 13 Frifeb 17 Tue Feb 21
2017

3. Toremove one or more severities from the bar chart, click the relevant severity from the
legend on top of the chart.
The severity is removed from the bar chart.

Note: This may be useful if you want to focus on high severities only.

4. To view the number of alerts retrieved per severity, hover the mouse over the relevant bar.
The number of alerts per severity is displayed.

5. To change the timeframe, click the All time drop-down list on the top of the page, and select
one of the options. Refer to Understanding the Time Filters.

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK® 20



Chapter 4  USING THE VARONIS DATALERT APP FOR SPLUNK

Viewing the Drill-Down Dashboards
The drill-down dashboards enable you to take a closer look at selected entities in the Alerts
dashboard.

By selecting a top alerted entity, either asset, user, threat model, or device, you can access a
complete list of all alerts on that entity within the selected timeframe.

Note: Alerts might be available in Splunk before they are available in the Varonis Web UI. If
this is so, attempting to view the drill-down dashboards in the Varonis Web Ul will display an
error message.

To view the drill-down dashboards, do as follows:

1. Ensure that you have followed the procedure in Viewing Alerts Over Time.

2. Access the Varonis App for Splunk, as described in Accessing the Varonis App for Splunk.
The Alerts Dashboard window is displayed.

3. Click the row of an entity for which you want a closer look.
The drill-down dashboard for that entity is displayed. For example:

N\ varonis

\\ ALERT DASHBOARD > ASSETS

TIMELINE » HELP_DECRYPTOTXT

ALERTS LIST » HELP_DECRYPTOTXT

Aert ov v P ot May 09 2018 110400

May 09 2018 10:59:00

The window comprises two areas:

« Timeline - An "alerts over time" graph for the selected entity and timeframe.

» Alerts List - A list of all alerts for that entity, listed with the user, severity, and rule.
4. If needed, change the timeframe of the alerts. Refer to Understanding the Time Filters.

5. To view detailed information regarding the alert, click the relevant alert in the list. Refer to
Viewing Detailed Information About Alerts.

Note: This step is only for customers running the Varonis Web Interface.

Viewing Detailed Information About Alerts

The Varonis Web Interface enables you view relevant information regarding alerts.
To view the detailed information about alerts:

1. Ensure that have followed the procedure in Viewing the Drill-Down Dashboards.

2. From the relevant drill-down dashboard, click the relevant alert.
The Varonis Web Interface displays the Alert Info page. This window enables you to drill
down and analyze the details of each alert that matches your search criteria. It enables you
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to streamline your investigation and make a quick and informed decision regarding whether
the activity is malicious or legitimate.

Summary

Users

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

Summary

© EXFILTRATION N

Abnormal executive behavior: accumulative increase in amount of files with denied access across executive accounts INVESTIGATE ALERT.
1 executive users failed to access 1 files, exceeding normal behavior (2 files) by 100%.

ABNORMAL AMOUNT OF ACCESSED FILES BETWEEN 2016-11-29T14.24:20 AND 2016-11.29T14:24.20

17-7 257-' e

RISK ASSESSMENT INSIGHTS.

USERS

‘Account was not changed in week prior o curtent alert
[} ot com g Readers Use st
-

ek prir 1o curent alert
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EVENT MAPPING

This list maps extracted Splunk fields to their Splunk CIM field and to the original DatAlert field that they represent.

Splunk Field CIM Field DatAlert Field

act N/A Event Type

cat N/A Always Alert
cef_Name N/A Event Type
cef_Product N/A Always DatAdvantage
cef_Severity severity Severity

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

Description

The type of event performed on
the affected object.

N/A

The type of event performed on
the affected object.

N/A

The severity of the DatAlert
threat model which triggered the
alert.

23



Chapter 5 EVENT MAPPING

Splunk Field

cef_Signature

cef_Vendor

cef_cefVersion

cef_Version

cnl

cnllLabel

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

CIM Field

N/A

N/A

N/A

N/A

N/A

DatAlert Field

Event Op Code

Always Varonis Inc.

Always CEF:0

DatAdvantage version

Rule ID

Always RulelD

Description

The ID of the event type.

It enables searching and
filtering log events by ID

and not by the description
provided in the event type. This
placeholder is available but
has no corresponding button. It
must be added manually to the
template.

N/A

Version is an integer and
identifies the version of the CEF
format. Use this information to
determine what the other fields
represent. The current CEF
version is 0 (CEF:0).

N/A

The unique identifier of the
DatAlert threat model which
triggered the alert.

Used as a guideline as
to the value stored in the
corresponding custom field.
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Splunk Field

cnt

csl

cslabel

cs2

cs2Label

CIM Field

N/A

recipient

N/A

Signature, subject

N/A

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

DatAlert Field

Threshold

Mail Recipients

Always MailRecipients

Rule Name

Always RuleName

Description

The number of events which
triggered the alert.

The recipients (to, cc and

bcc) of the mail on which the
event which triggered the

alert occurred. Data is not
collected for all event types.
This placeholder is available but
has no corresponding button. It
must be added manually to the
template.

Used as a guideline as
to the value stored in the
corresponding custom field.

The name of the DatAlert threat
model which triggered the alert.
For a complete list of threat
models, see #unique_34.

Used as a guideline as
to the value stored in the
corresponding custom field.
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Splunk Field

cs3

cs3Label

cs4d

cs4label

CIM Field

N/A

N/A

url

N/A

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

DatAlert Field

Attachment Name

Always AttachmentName

N/A

Always ClientAccessType

Description

The file name of the email
attachment in the event which
triggered the alert. Data is not
collected for all event types.
This placeholder is available but
has no corresponding button. It
must be added manually to the
template.

The file name of the email
attachment in the event which
triggered the alert. Data is not
collected for all event types.
This placeholder is available but
has no corresponding button. It
must be added manually to the
template.

N/A

Used as a guideline as
to the value stored in the
corresponding custom field.
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Splunk Field

cs5

cs5label

cs6

cs6label

DatAdvantage

CIM Field

N/A

N/A

file_acl, object_attrs

N/A

N/A

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

DatAlert Field

Mailbox Access Type

MailboxAccessType

Changed Permissions

Always ChangedPermissions

DatAdvantage version

Description

Whether the acting object is

the mailbox owner. Data is not
collected for all event types.
This placeholder is available but
has no corresponding button. It
must be added manually to the
template.

Used as a guideline as
to the value stored in the
corresponding custom field.

The specified changes in
permissions. Data is not
collected for all event types.

Used as a guideline as
to the value stored in the
corresponding custom field.

N/A
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Splunk Field

deviceCustomDatel

dhost

dpriv

duser

CIM Field

N/A

src_nt_domain

user

User, src_user

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

DatAlert Field

Mail Date

File Server/Domain

Trustee

Acting Object

Description

The date and time of the mail on
which the event which triggered
the alert occurred. Data is not
collected for all types of events.
Format is according to the local
time format of the Varonis server
which issued the alert by the
DSP Server/Probe/Collector.
This placeholder is available but
has no corresponding button. It
must be added manually to the
template.

Hostname of the machine on
which the event which triggered
the alert took place. Domain
name for Directory Services
events.

The account for which the
permissions were changed.
Data is not collected for all event

types.

The object name of the user/
computer that generated the
event which triggered the alert.
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Splunk Field

dvc

dvchost

end

externalld

filePath

filePermission

CIM Field

Src

Src

N/A

file_path, uri_path, object_path

N/A

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

DatAlert Field

Device IP Address

Device Name

Event Time

Alert ID

Access Path

Permissions After Change

Description

The IP address of the user from
where the event originated.

The resolved host name of the
Device IP, from where the event
originated.

The date and time of the event
which triggered the alert. Format
is according to the local time
format of the Varonis server
which issued the alert by the
DSP Server/Probe/Collector.

The ID of the triggered alert
within DatAlert.

N/A

The permissions after the
change. Data is not collected for
all event types.
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Splunk Field

fileType

fname

msg

oldFilePermission

outcome

CIM Field

N/A

file_name, object, query, url

url, body

N/A

action, status, result

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®

DatAlert Field

Mail ltem Type

Affected Object

Additional Data

Permissions Before Change

Event Status

Description

The Exchange object's item
type on which the event which
triggered the alert occurred.
Data is not collected for all
event types. This placeholder

is available but has no
corresponding button. It must be
added manually to the template.

The name of the object on which
the event which triggered the
alert occurred. For events on
files, this is the file name and
extension.

The description of the event
which triggered the alert,
including event details such as
date, time, etc..

The permissions before the
change. Data is not collected for
all event types.

Whether the event which
triggered the alert succeeded or
failed.
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Splunk Field CIM Field
rt N/A

start _timestamp
suser N/A
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DatAlert Field

Alert Time

First Event Time

Mail Source

Description

The date and time at which
the alert was triggered. Format
is according to the local time
format of the Varonis server
which issued the alert by the
DSP Server/Probe/Collector.

The date and time at which the
first event to trigger the threshold
alert occurred. Empty for alerts
on single events. Format is
according to the local time
format of the Varonis server
which issued the alert by the
DSP Server/Probe/Collector.

The sender (from) of the mail on
which the event which triggered
the alert occurred. Data is not
collected for all event types.
This placeholder is available but
has no corresponding button. It
must be added manually to the
template.
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CIM DATA MODEL MAPPING

Each DatAlert threat model is mapped to one or more Splunk CIM data models, matching the type of threat it detects.

The DatAlert fields are therefore mapped to the target Splunk data models. For a list of DatAlert fields, see Event Mapping.
The following list displays the DatAlert threat models that are mapped to each Splunk CIM data model:

* Intrusion Detection
* Abnormal access behavior: possible credential stuffing attack from a single source
« Abnormal access behavior: possible distributed credential stuffing attack
« Abnormal admin behavior: accumulative increase in amount of devices accessed
« Abnormal admin behavior: accumulative increase in lockouts across admin accounts
« Abnormal admin behavior: accumulative increase in lockouts for individual admin accounts
* Abnormal admin behavior: atypical access to platform from geolocation
« Abnormal admin behavior: unusual amount of devices accessed
e Abnormal admin behavior: unusual amount of lockouts across admin accounts
« Abnormal behavior: accumulative increase in amount of devices accessed
* Abnormal behavior: accumulative increase in amount of public devices accessed
= Abnormal behavior: accumulative increase in lockouts across end-user accounts
< Abnormal behavior: accumulative increase in lockouts for individual end-user accounts
« Abnormal behavior: accumulative increase in the amount of logons to devices
- Abnormal behavior: accumulative increase in the number of logons to personal devices
« Abnormal behavior: activity from blacklisted geolocation
« Abnormal behavior: activity from new geolocation to the organization
e Abnormal behavior: unreasonable geo-hopping

« Abnormal behavior: unusual amount of configuration and backup files accessed
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« Abnormal behavior: unusual amount of devices accessed

« Abnormal behavior: unusual amount of lockout across end-user accounts

e Abnormal behavior: unusual amount of logons to devices

« Abnormal behavior: unusual amount of logons to personal devices

« Abnormal behavior: unusual amount of public devices accessed

« Abnormal behavior: unusual amount of script files accessed

« Abnormal behavior: unusual amount of system files accessed

« Abnormal behavior: unusual number of failed DNS Queries

< Abnormal behavior: unusual number of users attempted to connect from a single external IP

* Abnormal computer behavior: accumulative increase in amount of devices accessed

« Abnormal computer behavior: computer account attempted to access a personal device for the first time

e Abnormal computer behavior: unusual amount of devices accessed

« Abnormal DNS reverse lookup requests to different IPs

« Abnormal executive behavior: accumulative increase in amount of script, configuration and backup files accessed across executive accounts

« Abnormal executive behavior: unusual amount of script, configuration and backup files accessed

* Abnormal service behavior:
« Abnormal service behavior:
« Abnormal service behavior:
* Abnormal service behavior:
« Abnormal service behavior:
e Abnormal service behavior
* Abnormal service behavior:
« Abnormal service behavior:
« Abnormal service behavior:

« Abnormal service behavior:

a dormant service account was reactivated

accumulative increase in amount of devices accessed
accumulative increase in lockouts across service accounts
accumulative increase in lockouts for individual service accounts

atypical access to platform from geolocation

: service account attempted to access a personal device for the first time

service account logged on to a personal device for the first time
unusual amount of devices accessed
unusual amount of logons to personal devices

unusual amounts of lockouts across service accounts

« Abnormal user behavior: password reset by an administrator followed by access to a computer other than the user’s personal computer

VARONIS DATALERT APP AND TECHNOLOGY ADD-ON FOR SPLUNK®
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< Abnormal user behavior: password reset by an administrator followed by access to a computer to which the user does not normally access
« Credentials stuffing attack from an external source

« DNS cache poisoning (birthday attack)

« DNS cache snooping attack

« Encryption downgrade attack

« Failed privilege escalation was detected via vulnerability in Kerberos

« Lockout: Multiple accounts locked out

* Operation on a security tool failed

e Operation on a system administration tool failed

- Potential brute-force attack targeting a specific account

« Potential identity theft based on downgraded encryption

« Rapid brute-force attack targeting a specific account

* Reconnaissance using DNS Zone Transfer

* Security certificate activity by non-administrators

e Security tools accessed

e Security tools created or modified

« Successful brute-force attack targeting a specific account

e Successful login to an application by a user with a disabled Active Directory account
« Successful privilege escalation was detected via vulnerability in Kerberos

e Suspicious access activity: non-admin access to files containing credentials

e Suspicious access activity: non-admin access to startup files and scripts

« Suspicious access activity: service account access to file containing credentials

e Suspicious mailbox activity: multiple messages marked as unread by user other than the mailbox owner
- System administration tools accessed

« System administration tools created or modified

« Data Loss Prevention
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Abnormal admin behavior: access to atypical mailboxes

Abnormal behavior: access to an unusual amount of idle data

Abnormal behavior: access to an unusual amount of idle sensitive data

Abnormal behavior: accumulative increase in amount of idle and sensitive data accessed

Abnormal behavior: accumulative increase in amount of idle data accessed

Abnormal behavior: unusual amount of emails sent to a single recipient

Abnormal behavior: unusual amount of files with denied access

Abnormal behavior: unusual number of files deleted

Abnormal behavior: unusual number of messages marked as unread by a user other than the mailbox owner
Abnormal behavior: unusual number of sensitive files deleted

Abnormal executive behavior: accumulative increase in amount of files with denied access across executive accounts
Abnormal executive behavior: unusual amount of files with denied access across executive accounts
Abnormal service behavior: access to atypical files

Abnormal service behavior: access to atypical folders

Abnormal service behavior: access to atypical folders containing GDPR data

Abnormal service behavior: access to atypical mailboxes

Abnormal service behavior: atypical actions performed on mailbox owned by other users

Abnormal service behavior: atypical failure to access data

Access to an unusual number of idle GDPR files

Unusual number of GDPR files deleted or modified

Unusual number of GDPR files with denied access

*  Email

Abnormal admin behavior: access to atypical mailboxes
Abnormal behavior: unusual amount of emails sent to a single recipient
Abnormal behavior: unusual number of messages marked as unread by a user other than the mailbox owner

Abnormal service behavior: access to atypical mailboxes
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Abnormal service behavior: atypical actions performed on mailbox owned by other users

Creation: automatic forwarding of incoming messages on mailbox

Suspicious mailbox activity: multiple messages marked as unread by user other than the mailbox owner

* Alerts

Administrative or service account disabled or deleted

Administrative or service account reset

Creation: automatic forwarding of incoming messages on mailbox
Deletion: Active Directory containers, Foreign Security Principal, or GPO
Deletion: Multiple directory service objects

Executive account locked-out/disabled/deleted/password reset

Low and slow increase in number of idle GDPR files accessed
Membership changes: admin groups

Membership Changes: Service Accounts

Modification: Critical GPOs

Madification: Critical Organizational Units

Modification: GPO Security Settings

Permission changes on OU

Permission changes: Global Access Groups added to folder with significant GDPR data
Permission changes: global access groups added/removed

Permissions granted directly to user in directory services

Permissions granted directly to user in Windows file system

Successful login to an application by a user with a disabled Active Directory account

e Change Analysis

Administrative or service account disabled or deleted
Administrative or service account reset

Deletion: Active Directory containers, Foreign Security Principal, or GPO
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Deletion: Multiple directory service objects

Executive account locked-out/disabled/deleted/password reset
Membership changes: admin groups

Membership Changes: Service Accounts

Modification: Critical GPOs

Madification: Critical Organizational Units

Modification: GPO Security Settings

Permission changes on OU

Permission changes: Global Access Groups added to folder with significant GDPR data
Permission changes: global access groups added/removed
Permissions granted directly to user in directory services

Permissions granted directly to user in Windows file system

* Change Analysis (Account)

Administrative or service account disabled or deleted
Administrative or service account reset

Deletion: Active Directory containers, Foreign Security Principal, or GPO
Deletion: Multiple directory service objects

Executive account locked-out/disabled/deleted/password reset
Membership changes: admin groups

Membership Changes: Service Accounts

Modification: Critical GPOs

Modification: Critical Organizational Units

Modification: GPO Security Settings

Permission changes on OU

Permissions granted directly to user in directory services
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e Change Analysis (Endpoint)
« Executive account locked-out/disabled/deleted/password reset
« Permission changes: Global Access Groups added to folder with significant GDPR data
« Permission changes: global access groups added/removed
* Permissions granted directly to user in Windows file system
* Malware
«  Crypto activity detected
< Data exfiltration via DNS tunneling
« Encryption of multiple files
« Exploitation software accessed
« Exploitation software created or modified
« File encrypted by ransomware
* Immediate pattern detected: user actions resemble ransomware
* Modification: Hosts file
« QOperation on a penetration testing or hacking tool failed
« Operation on an exploitation tool failed
« Past ransomware activity indicated by a residual ransomware note
« Penetration testing and hacking tools accessed
< Penetration testing and hacking tools created or modified
e Suspected ransomware intrusion activity

e Suspicious access activity: non-admin access to system binaries in non-system locations
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ALERTS

You can view a description of the alerts received from DatAlert.

To view the alert descriptions, see Behavioral Threat Model Quick Reference Chart.
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Learn about the common problems that may arise when installing, configuring, and using the

Varonis App for Splunk, along with possible causes and solutions.

Connectivity Problems

Learn about common connectivity problems that may occur, along with possible causes and

solutions.

No Alerts Displayed in App: Port and Protocol for Syslog Do Not Match

If no alerts are received by Splunk, ensure that the port and protocol match.

Problem

Cause

Diagnosing the
Problem

Fixing the
Problem

No alerts are received by Splunk.

Syslog can use both TCP and UDP and any port number. The
ports for DatAlert and Splunk must be the same, and the protocol
must be UDP. Therefore, a problem might arise if the user

selected to use an existing listener with a different port or protocol.

» Verify if alerts are received by searching in Splunk for
Dat Advant age.

» Check if the port and protocol are the same. Refer to
Configuring Syslog Message Forwarding and Configuring an
Existing Splunk UDP Listener (existing or new) for details.

Ensure that the port and protocol match. Setting up a dedicated
Splunk listener makes it easier to ensure a common port and
protocol.

No Alerts Displayed in App: No Communication is Possible from Collectors

to Splunk

If no alerts are received by Splunk, check with a network expert if communication using UDP on

the selected port is possible between the Varonis Collector and the DSP, and the Splunk server.

Problem

Cause

No alerts are received by Splunk.

The network does not allow Syslog messages to be sent by the
Varonis Connector and the DSP to the Splunk server, either due
to routing issues or because a firewall blocks access.
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Diagnosing the
Problem

Fixing the
Problem

» Verify if alerts are received by searching in Splunk for
Dat Advant age.
* Try using the ping function from the DSP and from any
Collector expected to send alerts to the Splunk server. If
it works, use the logger tool (click here) to try to send a
syslog message to Splunk using the command “l ogger -1
<spl unk_address> -a <port> datAl ert test.Search
Splunk for Dat Al ert to see if the message was received.
* Use Wireshark to test if the alerts are sent by DatAlert. It
is recommended to leave this step to your organization's
networking experts.

Check with a network expert if communication using UDP on the
selected port is possible between the Varonis Collector and the
DSP, and the Splunk server.

No Alerts Displayed in App: Source Type Identification Not Set Up When
Using a Common Splunk Listener

If you are using a common listener and alerts are received by Splunk but are not displayed in the

App, you can set up a dedicated Splunk listener for VVaronis on a separate port.

Problem

Cause

Diagnosing the
Problem

Fixing the
Problem

The user selected to use a common listener and so alerts are
received by Splunk but are not displayed in the App.

If the user needs to utilize a shared listener that will accept alerts

from multiple sources, additional configuration must be applied in

configuration files to help Splunk set the “sourcetype” correctly for
the Varonis alerts.

» Check if the user selected to use a common Splunk listener.

« Verify that alerts are received by searching in Splunk for
Dat Advant age

» Verify that source type is not identified by searching for
sour cetype=varoni s:ta.

» Set up a dedicated Splunk listener for Varonis on a separate
port.

« If the user must use a shared listener, refer to Configuring an
Existing Splunk UDP Listener.
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No Alerts Displayed in App: No Source Type Selected for a Dedicated

Splunk Listener

If a dedicated listener is used and alerts are received by Splunk but are not presented in the App,

you can reconfigure the dedicated Splunk listener.

Problem

Cause

Diagnosing the
Problem

Fixing the
Problem

The user selected to use a dedicated listener, and alerts are
received by Splunk but are not presented in the App.

The user did not set the sourcetype correctly when configuring the

listener.

» Check if the user selected to use a dedicated Splunk listener.
« Verify that alerts are received by searching in Splunk for
Dat Advant age.

» Verify that source type is not identified by searching for
sour cet ype=varoni s: t a.

Set up a dedicated Splunk listener.

Drill-Down Problems

Learn about common drill-down problems that may occur while using the Varonis App for Splunk.

"This Site Can't be Reached" or "Page Not Found" Errors When Dirilling-
Down to Varonis Web Ul: Wrong Syslog Template

If you cannot drill down to view details about the alert in the Varonis Web Ul, you may need to

redefine the Syslog template.

Problem

Cause

Fixing the
Problem

The user is not able to drill down from an alert in Splunk to the
Alert page in Varonis Web Ul. The browser displays an error such
as This site can’t be reached or page not found.

The user did not manually edit the Syslog template configured in
DatAlert with the details regarding the Varonis Web Ul.

Refer to the step regarding manually editing the cs4 section of the
template in Defining a New Template.
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"This Site Can't be Reached" or "Page Not Found" Errors When Drilling-
Down to DatAlert Web Ul: Alerts Not Yet Available in the Varonis Web Ul

If you cannot drill down to view details about an alert in the Varonis Web Ul, the alerts may not be
available yet in the Web Ul.

Problem The user is not able to drill down from an alert in Splunk to the
Alert page in the Varonis Web Ul. The browser displays an error
such as This site can’t be reached or page not found.

Cause Splunk received alerts as they are generated (real time for RTA,
daily for UBA). For RTA alerts, Splunk therefore receives alerts
before they arrive to the DSP and therefore to the Varonis Web
ul.

Fixing the Wait until the alerts are available in the Web UI.
Problem

Escalation Requirements

Before escalating any issues that you have encountered, you are required to prepare details
about the problem and configuration information.
Before escalating a ticket, prepare to do the following:

Connectivity Problems:

* Provide the Syslog template used in the DatAlert configuration.

Drill-Down Problems:
* Provide the URL that the app tried to open when drilling-down.
* Provide the PROTOCOL (HTTP or HTTPS) and IP used by the Varonis Web Ul.

Dashboard Problems:
At the bottom of the relevant pane (that does not work), do as follows:

Click Export £, and export the pane to CSV.

Click Open in Search @, and copy the search string.

New Search
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